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Introduction 
 
This study combines complementary computational modeling and SAXS expertise (S.Y.) with expertise 
on SERM-mediated ER LBD structure and signaling (G.G.). It is anticipated that our studies on the DBD-
hinge-LDB assembly in ER and ER will determine the extent to which inter-domain interfaces control 
ligand-dependent transcriptional activity in response to various known agonists, antagonists, or novel 
SERMs, providing structural insights that can be exploited for novel targeting of ER-positive breast 
cancers. 
 
For clarity and completeness, I will first list the specific aims of this DoD grant and the summary of the 
studies and results within the first 12 months, followed by the accomplishment results within the second 
12 months. 
 
Body 
 
A. Specific Aims 
 
Aim 1. Determine structural models of assembly states of the DBD-hinge-LBD complexes in ER and 
ER using computational modeling.   
 
1a. Develop an all-residue coarse-grained (ARCG) model for molecular dynamics simulations. Test the 
ARCG model on known ER LBD homodimers1 first and then apply it to ER and ER DBD-hinge-LBD 
complexes.  
 
1b. Design a hierarchical structural clustering algorithm and apply it to structural modes generated from 
ARCG simulations in Aim 1a. Determine a small number (~10) of assembly states using a two-step 
procedure that takes into account both differences in detailed residue-residue distances and overall 
macromolecular scattering. 
 
1c. Compute theoretical SAXS profiles for the resulting assembly states obtained in Aim 1b by using a 
high-throughput, scattering computing program of “Fast-SAXS”. Compare scattering differences and 
examine theoretical DBD-LBD interaction mechanisms of assembly states. 
 
Aim 2. Detect ER shape changes in response to small molecules using SAXS experiments. 
 
2a. Express ER and ER DBD-hinge-LBD plasmid constructs in bacteria and purify them to a 
concentration of approximately 1 mg/ml. Determine the sample size distribution using dynamic light 
scattering. Synthesize and prepare various ligands and different ERE oligomers as agents to elicit ER 
conformational changes. 
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C.  Studies and Results in the second 12 months 

The results described here include progress since April 2012. First, we have developed a theoretical 
simulation pipeline to study the general protein-protein association as proposed in Aim 1a. This work has 
been published (5) and highlighted on the cover of Biophysical Journal (see Figure 4). Specifically, a 
coarse-grained (CG) model was implemented and its applications were demonstrated via molecular 
dynamics simulations for several protein complexes. Second, an enhanced search method was utilized 
to efficiently sample a broad range of protein conformations. Third, multiple conformations were identified 
and clustered from simulation data and further projected on a three-dimensional globe specifying protein 
orientations and interacting energies. Results from several complexes indicate that the crystal-like 
conformation is favorable on the energy 
landscape even if the landscape is relatively 
rugged with meta-stable conformations. A 
closer examination on molecular forces 
shows that the formation of associated 
protein complexes can be primarily 
electrostatics-driven, hydrophobics-driven, 
or a combination of both in stabilizing 
specific binding interfaces. Taken together, 
these results suggest that the CG 
simulations and analyses provide a new 
tool-set to study protein-protein association 
occurring in functional biomolecular 
complexes. The energy globe analysis 
(Figure 4) is capable of identifying distinct putative conformations that can serve as a basis set to 
analyze SAXS data. The application of this PPR-CGMD simulation pipeline has been tested on five 
different protein-protein complexes before it is applied to ERα simulations. 

Second, we have performed extensive CG simulations on 
ERα DBD-hinge-LDB (also known as CDE; see Figure 5) 
in Aim 1a. Based on the simulations data, a structure 
clustering analysis is performed on all the "free" simulation 
trajectories in Aim 1b, where molecular dynamics (MD) 
simulations are implemented and enhanced sampling is 
achieved via the push-pull-release (PPR) strategy in the 
search for different LBD-DBD orientations. Specifically, 
this search method is designed to facilitate domain-domain 
dissociation and re-association, which may be difficult for 
brute-force simulations once associated. This is achieved 
via a harmonic potential is imposed on the center-of-mass 
distance between LBDs and DBDs to pull them apart when 
they are close and to push them together when far away. Then, this bias is removed so LBDs and DBDs 
are free to interact when they are close enough. This strategy helps the simulations to avoid the trapping 
due to local stable complex-forming conformations, thus enabling the sampling of different ER 
conformations.  

Key results from the simulations are 
the identification of multiple 
energetically stable ERα conformations 
on the landscape (see Figure 6). An 
important finding is that estradiol-
bound LBDs utilize the well-described 
activation helix H12 to pack and 
stabilize LBD-DBD interactions. Our 
results suggest that the estradiol-
bound LBDs can serve as a scaffold to position and stabilize the DBD-DNA complex, consistent with 
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experimental observations of enhanced DNA binding with the LBD. Final assessment using atomic-level 
simulations shows that these CG-predicted models are significantly stable within a 15-ns simulation 
window and specific pairs of lysine residues in close proximity at the domain interfaces. Together, these 
simulation results provide a molecular view of the role of ERα domain interactions in response to 
hormone binding. Reports on detailed findings have been published recently (see Ref. 6). 

As the proposed models have very distinct global shapes, we propose later to use a synchrotron-based 
technique, small-angle solution X-ray scattering (SAXS), to distinguish the correct model. For a 
comparison with experimental data, we will compute SAXS profiles for these structure models, using the 
new SAXS computing algorithm that the co-PI 
has recently developed, termed Fast-SAXS-pro 
(see Figure 7 and Ref. 7). This method is a 
natural extension based on our previously 
developed methods for protein and RNA 
scattering (3,4). These calculated SAXS 
profiles will be used for the matching with 
measured experimental data to characterize the 
best-fit model. This new SAXS computing 
algorithm has been applied to predicted ERα 
conformations as proposed in Aim 1c, which 
will enable the data inteperation of measured 
experimental SAXS data. 

Finally, as proposed in Aim 2, we have been improving the sample quality of the ER CDEF in complex 
with ERE oligomers and ligands. Since April 2012, the protein purity has been significantly improved, in 
which no sign of protein aggregation occurs. This result suggests that the ER CDEF can form a stable 
complex with estradiol and the ERE oligomers. One issue still to be resolved is that we sometimes 
observe the presence of two protein bands on SDS-PAGE gels (data not shown). This observation 
suggests that ER CDEF may be prone to protease digestion during or preceding purification, or during 
handling after purification. Because this is a sporadic problem, future efforts will include the use of a 
chromatography-coupled SAXS data setup, which will ensure the sample homogeneity critical for SAXS 
data collection. 
 
Reportable Outcomes 
 
Two papers have resulted from this funded work. One (5) has been published and the other (6) has been 
accepted for publication. Both are included in the appendix. 
 
Conclusion 
 
An important goal of this study is to generate homogenous ER DBD-hinge-LDB (also known as CDE) 
protein samples needed for SAXS studies. Up until now, we have collected SAXS data of CDEF 
samples, but not that of CDE.  We will continue to generate and compare the ERCDE and CDEF 
fragments for small angle x-ray scattering (SAXS) analyses of ER multidomain fragments ± EREs and 
various peptides to obtain solution structure information. Having worked out the conditions for the 
expression and purification of ER CDEF, we do not expect difficulties in the expression and purification 
of ER CDE domain. Future work will also be focused on optimizing the purification of ER CDE. ER 
protein purification has been more challenging because of the longer hinge region that separate the DBD 
and LBD that is more prone to proteases digestion.  
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Abstract

Estrogen receptor alpha (ERα) is a hormone-responsive transcription factor that contains sev-

eral discrete functional domains including a ligand-binding domain (LBD) and a DNA-binding

domain (DBD). Despite a wealth of knowledge about the behaviors of individual domains, the

molecular mechanisms of cross-talk between LBD and DBD during signal transduction from

hormone to DNA-binding of ERα remain elusive. Here, we apply a multi-scale approach com-

bining coarse-grained (CG) and atomistically-detailed simulations to characterize this cross-

talk mechanism via an investigation of the ERα conformational landscape. First, a CG model

of ERα is built based on crystal structures of individual LBDs and DBDs, with more empha-

sis on their inter-domain interactions. Second, molecular dynamics (MD) simulations are im-

plemented and enhanced sampling is achieved via the push-pull-release (PPR) strategy in the

search for different LBD-DBD orientations. Third, multiple energetically stable ERα confor-

mations are identified on the landscape. A key finding is that estradiol-bound LBDs utilize the

well-described activation helix H12 to pack and stabilize LBD-DBD interactions. Our results

suggest that the estradiol-bound LBDs can serve as a scaffold to position and stabilize the DBD-

DNA complex, consistent with experimental observations of enhanced DNA binding with the

LBD. Final assessment using atomic-level simulations shows that these CG-predicted models

are significantly stable within a 15-ns simulation window and specific pairs of lysine residues

in close proximity at the domain interfaces could serve as candidate sites for chemical cross-

linking studies. Together, these simulation results provide a molecular view of the role of ERα

domain interactions in response to hormone binding.



Introduction

Estrogen receptor alpha (ERα), a member of the nuclear hormone receptor (NHR) family, plays

a key role in eukaryotic transcriptional regulation.1, 2, 3, 4 Once activated by hormones such as

estradiol, ERα can bind specific DNA sequences as a homodimer and modulate the expression

of genes involved in the development, homeostasis and metabolism.5, 6, 7, 8, 9 Because ERα is a

key target for therapeutic intervention10, 11, 12, it is vital to obtain a better molecular understand-

ing of ERα action that results from hormone signaling.

ERα is a multi-domain protein fold containing a DNA-binding domain (DBD) and a ligand

binding domain (LBD)2, 13. Their individual crystal structures have been determined (as illus-

trated in Fig. 1). These two domains are connected by a 50-residue flexible hinge region that

allows these domains to move freely in three dimensions. It has been observed that the DBD

alone can bind a double-strand DNA14, 15, 16, and that this DNA binding of the receptor is tighter

in the presence of LBD when bound to estradiol6. At a structural level, this estradiol binding is

also coupled with a major rearrangement of the critical activation helix H12 at the C-terminus,

which is positioned on the LBD surface and covers the estradiol binding pocket17, 18, 19, 20, 21.

The mechanisms by which ERα DBDs and LBDs interact with each other when ERα is

bound to DNA are still unclear. For several other members of the NHR family, it has been

demonstrated that the LBD-DBD interface plays an allosteric role to mediate the signal trans-

duction between ligand binding and DNA association22, 23, 24. For example, a single point mu-

tation at the interface of the PPAR/RXR complex affects its DNA binding properties to a PPAR

response element22. More recently, mutagenesis studies in the androgen receptor (AR) show

that several mutations in the AR LBD can decrease DNA binding affinity, and conversely, mu-

tations in the DBD also affect ligand binding24. These observations strongly suggest the internal

communication between LBDs and DBDs is required to facilitate in vitro DNA binding. For

ERα, how these domains interact and communicate remains largely unknown, in part due to

2



the lack of structural information of a full LBD-DBD/DNA complex and the lack of knowledge

about the LBD-DBD interactions at a molecular level.

In this study, we used a computational approach of coarse-grained and subsequent all-atom

molecular dynamics (MD) simulations to explore the physical interactions between the ERα

DBD and LBD domains from an energy landscape perspective. Specifically, a coarse-grained

(CG) model and an efficient sampling method were implemented to simulate the ERα confor-

mational landscape. The projection of simulation data onto a three-dimensional globe allows

one to picture the energy landscape of ERα multi-domain interactions. Multiple ERα confor-

mational states were identified from the landscape, highlighting different modes of LBD-DBD

interactions. Final structural refinement via all-atom simulations starting from CG-predicted

models provides detailed structural features at the domain interfaces that could be experimen-

tally tested. Overall, these results provide new speculation into ERα domain cross-talk mecha-

nisms responsible for the allosteric control of receptor binding to DNA.

Methods

Details of the CG model

A coarse-grained (CG) model was implemented where each amino acid of ERα is represented

by a single bead positioned at its Cα atom and each nucleotide of DNA is represented by its

O5′ atom. The CG energy function for ERα (E181-P552) is defined for each component as fol-

lows. The energy functions for the estradiol-bound LBD dimer (S309-P552) and the DBD dimer

(E181-K252, in complex with a 17-bp double-stranded DNA) were built based on their crystal

structures (PDB entries 1QKU and 1HCQ)15, 20, using the widely used Gō-type potential. The

hinge region connecting DBD and LBD (G253-L308) was built using loop modeling method

in MODELLER 25. Bonded interactions, including bond, angle and dihedral terms, were mod-

eled using typical energy functions as done previously (see details in Refs.26, 27). Non-bonded
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attractive interactions between native contact pairs between LBDs and DBDs were modeled us-

ing Lennard-Jones (LJ) interactions, ELJ = ∑i, j εo[5(σo
i j/ri j)

12 − 6(σo
i j/ri j)

10], where ri j is the

residue-residue distance, and σo
i j is the corresponding distance in the reference structure. The

contact pairs within each domain were defined using the CSU software28. Native-like DBD-DNA

interactions were modeled using εo = 5 kcal/mol whenever residue-nucleotide pairs were within

a distance of 15 Å.

The interactions between LBDs and DBDs are specified by the energy function ELBD−DBD,

which includes electrostatic (Eelec) and hydrophobic (EH) components,

ELBD−DBD = Eelec +EH. (1)

Here, Eelec = ∑i, j qiq j/(4πεoDeffri j) was used where qi is the charge of residue i and εo is the

vacuum electric permittivity. An effective dielectric coefficient Deff = Dsexp
(
rij/ξ

)
is applied to

reflect the shielding effect between two residues separated by a distance of ri j. Ds = 10 was used

to describe the local dielectric environment when two domains are forming a close interface and

ξ = 8.2 Å to mimic the screening effect at a 150-mM salt concentration. At pH 7, residue charges

qi = +e for Lys and Arg, -e for Asp and Glu, and +0.5e for His (e is the elementary charge) were

used26, 29. Hydrophobic interactions (EH) are either attractive (LJ-type) (εi j < 0) or purely

repulsive (εi j ≥ 0) where εij = α(eMJ
i j + β) between residues i, j and eMJ

i j is the Miyazawa-

Jernigan (MJ) statistical energy.30 The values of α = 0.4 and β = 1.3 were used to balance

attractive and repulsive interactions.26 We used EH(i, j) = |εi j|[5(σi j/ri j)12 − 6(σi j/ri j)10] if

εi j < 0 , and EH(i, j) = εi j[5(σi j/ri j)12(1− exp(−(ri j−σi j)/d)2)] if εi j ≥ 0, where d = 3.8 Å.

The distance σi j is defined by

σi j = γ(ri + r j) (2)

where the value of γ = 0.625 was chosen26 and ri is the van der Waals radius of residue i29. The

non-native interactions of DNA with LBDs and the hinge region were mostly repulsive with εi j
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= 1 kcal/mol.

Details of the PPR sampling strategy

The CG model was implemented via Langevin molecular dynamics (MD) simulations in a mod-

ified version of the CHARMM program.31 Simulations were performed at 300 K with a friction

coefficient of 50 ps−1.32 A simulation time step of 10 fs was used and simulated coordinates

were saved every 100 ps. A sampling strategy of push-pull-release (PPR) was implemented via

a biasing potential EPPR
26,

EPPR =

⎧⎪⎨
⎪⎩

0, when Rt ≤ Rc and rmin < ro,

k(R−Rt)2, otherwise.
(3)

where R is the instantaneous center-of-mass distance between two selected domains, Rt is its

corresponding target distance, and rmin is the closest residue-residue distance between two do-

mains. The two domains move between Rmin ≤ Rt ≤ Rmax, where the values of Rmin = 0 Å and

Rmax = 100 Å were used. This EPPR potential is applied to each PPR cycle with a simulation

time of L and repeated for N times, where each cycle includes three steps: (1) push the two

domains away from each other when they are close, (2) pull the domains closer until they are

separated by a threshold distance Rc, and (3) release them to interact freely by removing the

biasing potential. For ERα simulations, the parameters N = 5, L = 25 ns, k = 100 kcal/(mol·Å2),

ro = 7.6 Å, and Rc = 45 Å were used. Four sets of PPR-assisted simulations were performed,

each accounting for a different biasing pair between two LBDs and two DBDs. Within each

set, a total of 145 simulation runs were carried out simultaneously, each with a different initial

configuration of LBD-DBD relative orientation.26 A simulation time of 145 μs was achieved in

total.
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Details of orientation-based clustering analysis

A structural clustering analysis is applied mainly based on relative orientations between do-

mains. First, structural alignment is performed on LBDs only. Second, resultant configurations

of DBDs are used to calculate pair-wise RMSD values. Finally, these RMSD values are used as

an input for a hierarchical clustering analysis as implemented in MATLAB . This clustering anal-

ysis was applied to selected simulation snapshots if they have the lowest ELBD−DBD snapshot

from the last 5-ns segment in each PPR cycle, where ELBD−DBD < 0 kcal/mol, and the RMSD

values of individual DBD and LBD monomers are within 1.5 Å and 3 Å to their corresponding

crystal structures, respectively. In addition, mirror conformations by exchanging the coordi-

nates of two protein chains were generated due to ERα homodimeric symmetry. Thus, a total

number of 9780 configurations were used for the clustering analysis.

Details of all-atom simulations

All-atom MD simulations were performed starting with CG-predicted conformations. Initial

ERα models were built based on crystal structures of individual domains. First, the CG models

were used as the templates to build atomically-detailed structures, where crystal structures of

the LBDs (PDB entry 1QKU20) and DBDs (PDB entry 1HCQ15) were aligned on the top of Cα

atoms of CG models. Second, the restraints of Cα atoms within domains towards CG models

were achieved via targeted MD simulations.33 An implicit solvent GB model was used to reduce

the computational cost34 and a total of 40-ns simulation time was performed to reach a Cα-

RMSD value of 0.5 Å (relative to the CG models of ERα domains). Finally, standard all-atom

simulations without any bias were performed for model refinement using the program NAMD35,

where the force fields of AMBER99SB36 and AMBER99bsc037, 38 were used. Parameters for

the estradiol were generated using GAFF39 and ANTECHAMBER40, 41, 42. All parameters were

prepared using the AMBER LEaP module43. The system was placed in a rectangular water
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box with more than 12 Å padding and 16 charge-neutralizing sodium ions around the solute.

Langevin simulations with a total of 15 ns were performed for each state at a pressure of 1 atm

and a temperature of 300 K.

Results and Discussion

A cartoon representation of the ERα multi-domain architecture is shown in Figure 1, illustrating

ERα domains for both ligand and DNA binding (LBD and DBD). Here, a recently developed

coarse-grained MD simulation pipeline was applied to simulate ERα dynamics.26 Specifically,

the search for different LBD-DBD assemblies was enhanced via a sampling strategy of push-

pull-release (PPR). After grouping similar configurations into a conformational state via a hier-

archical clustering scheme, ERα simulation data were projected onto a three-dimensional globe

specifying the ERα inter-domain orientation, and the interacting energy of each state was used

to visualize the LBD-DBD energy landscape and identify favorable conformations accessible

on the landscape. Finally, the structural features of stable ERα conformational states were

illustrated to highlight their inter-domain interactions.

CG simulations with the PPR sampling strategy

The CG model implemented in ERα simulations has two main components: intra- and inter-

domain interactions. For each component of the LBD-DBD complex, a Gō-like model was used

to model the dynamics within both the LBD dimer and the DBD dimer by taking advantage of

the availability of their crystal structures.15, 20 This treatment allowed each dimer to structurally

fluctuate around its native conformation, as well as maintain substantive flexibility as required

for conformational deformation in an encounter complex. For the inter-domain LBD-DBD

interactions, a residue-specific energy function of ELBD−DBD (Eq. 1) was implemented by ac-

counting for explicit electrostatic and hydrophobic interactions (see details in Methods). Thus,
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a CG model of ERα was built based on crystal structures as well as physical principles for the

purpose of MD simulations.

The search for ERα conformations was enhanced via the sampling strategy of push-pull-

release (PPR). This PPR approach was adopted to facilitate the dissociation and re-association

between LBDs and DBDs (see Ref. 26 and Methods). This sampling enhancement was achieved

by applying a biasing potential to the center-of-mass distance of the two domains (Eq. 3), which

can push the domains together to associate, pull them away to disassociate, and release them to

relax by removing the biasing potential when the domains are encountered. It should be noted

that during the pulling and pushing, two domains were allowed to rotate freely, thus helping

achieve broader sampling in their relative orientations.

To illustrate the sampling coverage achieved by PPR, a three-dimensional sphere was used to

specify LBD-DBD orientations. The LBDs were first used for the alignment of each simulation

snapshot and placed in the center of this globe. The center-of-mass of DBDs was then projected

onto the surface of the globe [Fig. 2(A)]. Compared to the simulations without using PPR,

Figure 2(B) shows that within a same simulation window of 125 ns, the sampling efficiency

was considerably enhanced by PPR with a much larger surface area spanned on the globe. The

sampling of these PPR-assisted simulations was further accelerated by launching a set of 145

parallel CGMD runs each with a different initial configuration, as illustrated in Figure S1(A). In

addition, four sets of such simulations were performed, each with a different biasing potential

between a pair of monomeric LBD and DBD (see Methods). As a result, a total of 145 μs

simulation time was achieved and an accumulated 61.625-μs from unbiased PPR segments was

used for the rest of the analyses.

Figure 2(C) illustrates the sampled area of the globe covered by simulation snapshots, where

each snapshot is represented by a blue dot. Clearly, most of the surface area was sampled by

PPR-assisted simulation trajectories, suggesting that sufficient sampling of various LBD-DBD

orientations was obtained. We note that both front and back views of the globe were based
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on the placement of LBDs in the center [Fig. S1(B)]; an alternative placement of DBDs in

the center is also shown in Figure S1(C), where more than half of the sphere is well covered

(and the other half is not covered due to the blockage of its DNA binding). Together, these

results suggest that this PPR strategy substantially assisted the CGMD simulations with a rather

comprehensive sampling coverage in the ERα domain orientational space.

Energy landscape on a globe: clustering and projection

The visualization of ERα conformational landscape was analyzed by projecting simulation data

onto a three-dimensional globe after clustering.26 First, a hierarchical clustering algorithm was

implemented to organize the large amount of simulation data, which was based on pair-wise

RMSDs of the DBDs after LBDs were aligned (see Methods). We also note that only the last

5-ns segment within the release part of each PPR cycle was used for the analysis because a

period of equilibration time before this segment was observed to be helpful for the relaxation of

the configurations coming out of PPR pushing segments, as shown in Figure S2. As a result, a

total of 4890 structures were selected from the entire CGMD simulations, each representing the

lowest ELBD−DBD configuration from its corresponding PPR cycle. Figure 3(A) shows a plot

of ELBD−DBD versus radius of gyration (Rg) for these configurations. Clearly, a broad range of

configurations were observed in the simulations, ranging in ELBD−DBD from 0 kcal/mol to −54

kcal/mol and Rg from 28 Å to 39 Å.

Second, the energetics of ERα conformational landscape was achieved by the projection of

resulting clusters onto an energy globe. Specifically, this globe was colored based on the lowest

ELBD−DBD value within each cluster. Figure 3(B) illustrates the projected energy globe, charac-

terizing the ERα overall energy landscape. This characterization was achieved with a clustering

analysis procedure with a total number of clusters N = 300. Additional analyses using N = 500

and N = 1000 yielded a similar overall picture of the energy-colored globe [Fig. S3(A)]. Thus,

the globe resulting from N = 300 clusters was used to complete the analysis. The lowest energy
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configurations in the top 25% and 30% of all unbiased simulations were also projected onto

the energy globe [Fig. S3(B)]. These results show that each state remains at a similar energy

basin when different pools of configurations are used in the projection, suggesting that these

CG-identified states are capable of representing and illustrating the simulated landscape. Over-

all, compared to traditional two-dimensional plots as shown in Figure 3(A), this energy globe

analysis offers an advantage for the navigation of a complex conformational space and for the

identification of stable ERα conformations.

Identification of multiple ERα conformations

The energy-landscape-on-a-globe analysis readily revealed that multiple ERα conformational

states are physically accessible via CGMD simulations. Figure 3(B) outlines five energetically

favorable ERα states (marked by i-v), which can be easily identified from this colored globe.

Clearly, these states differ not only in their LBD-DBD interacting energies, but also in their

domain interfaces. Based on their surface views [Fig. 3(C)] and structural ensembles (Fig. S4),

both states iv and v are in a more extended conformation with larger Rg values than states

i, ii, and iii. Within these two states, only one monomer, either LBD or DBD, is involved in

LBD-DBD interactions, while both DBDs make contact with both LBDs in three other states.

Notably, such a large difference in overall size, e.g., about 3 Å between state iii and state iv/v,

could be experimentally characterized by small-angle X-ray scattering (SAXS).

Among these observed states, different LBD-DBD binding interfaces are formed. For ex-

ample, state iv is located at the upper region of the globe, which has a distinct LBD binding

surface compared to the rest of four states [Figs. 3(C) and S5(A)]. It should be noted that this

interface is observed to be partially involved in the interactions of ERα LBD with a peptide an-

tagonist [Fig. S5(B)].44, 45 A closer look at the LBD surface shows that a similar region is shared

and utilized for the formation of close LBD-DBD interfaces at states i, ii, iii, and v [Fig. S6(A)],

where mostly one LBD monomer participates in the interfacial interactions. From the LBD
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side, this interface mainly consists of two distant sequence segments: helices H3-H5 and helix

H12, marked in blue and magenta, respectively [Fig. 4(A)]. A portion of these LBD surfaces

also form the binding site for the interactions with a co-activator peptide19 [Fig. S6(B)] as well

as for interactions with 4-hydroxytamoxifen observed in ERβ46.

One striking feature is that H12 is crucial in mediating LBD-DBD interactions in several

conformational states. Figure 4(B) shows that H12 forms a large number of contacts with

DBD at states i, ii, iii, and v, and most of them contribute to the predominant hydrophobic inter-

domain interactions (Fig. S7). This involvement of H12 was further tested by mutating several

charged and hydrophobic residues in helix H12 (Fig. S8). The destabilization of domain in-

teractions is clearly reflected by the loss of interacting energies, suggesting that H12 plays a

structural role in gluing and stabilizing inter-domain interactions. Furthermore, compared with

previous crystallographic studies on LBDs alone, in which this H12 helix is structurally re-

orientated upon estradiol binding.17, 19, 20 the H12 involved in domain interface maintains this

estradiol-bound orientation in states i, ii and iii. In fact, this particular H12 adopts a similar

estradiol-bound conformation, in which its native contacts with LBD were sacrificed, through-

out all of these low ELBD−DBD states, suggesting that its interactions with DBD can stabilize re-

ceptor LBD-DBD conformations. Given the previous observation that the LBD, in the presence

of hormone, promotes or stabilizes tighter DNA binding.6 our results strongly suggest that H12

plays a key role in receptor stabilization associated with tight DNA binding. This observation is

also consistent with the fact that deletion of H12 can eliminate the ability of ERα to bind DNA.6

Together, these findings indicate that H12 is a key structural modulator in hormone-activated

ERα allostery; it mediates internal communication by bridging LBD and DBD association,

through which the re-orientation of H12, triggered by hormone binding, results in tighter DNA

binding.

Another LBD surface involved in LBD-DBD interfaces consists of helices H3, H4 and H5

[labeled in blue in Fig. 4(A)]. Figure 4(C) shows that these helices make a large number of
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contacts with DBD in states i, ii, iii,v, while almost no contact occurs in state iv. More details,

including residue locations and total contacts, on these interfacial sites are also illustrated in

Figures S5 and S6. Overall, this H3-H5 surface, together with H12, accounts for the stabiliza-

tion of dominant LBD-DBD conformations.

It should be noted that one exception to this communication is state iv, in which H12 is not

involved in the formation of its LBD-DBD interface. Figure 4(B) shows that nearly no contact

is formed between H12 and DBDs at state iv. More strikingly, this state has a similar domain

orientation regarding LBD interface-forming surfaces as observed in a new crystal structure of

the nuclear receptor homodimer HNF4α (PDB entry 4IQR)47 (Fig. S9), where the top regions of

LBD surfaces, instead of the region of H12 and H3-H5, are involved in the interface formation

in both conformations. While there is a difference in their corresponding DNA segments (an in-

verted repeat for ERα and a direct repeat for HNF4α), this result highlights that the simulations

are capable of capturing the large-scale domain organizations.

The DBD surfaces involved in forming interfaces vary from state to state. Figure 4(D)

highlights those interacting residues on DBD surfaces that form multiple contacts with its LBD

partner. Among all of these states, the surface itself mainly consists of a loop connecting the first

two helices as well as a large portion of the third helix. The key difference, among states i, ii, iii,

and v, is that different sets of DBD residues are utilized for the interfacial packing, resulting

in distinct LBD-DBD orientations. This large-scale difference of domain orientations could be

examined by small-angle scattering measurements, which was not attempted here but will be

reported in future communications. In addition, both DBD monomers interact with LBDs in

states i− iv [Fig. 4(D)].

This observation that both DBD monomers can interact with LBDs suggests a possible role

of LBD in receptor stabilization. It has been suggested that the interactions between two DBD

monomers are relatively weak.48 Here, based on the simulation results, their interactions with

LBDs can be rather strong with a gain of energy, ELBD−DBD > 30 kcal/mol (Fig. 3). This
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stabilization via LBD interactions is also consistent with the observation that the binding of

receptor to DNA is tighter in the presence of hormone-bound LBD compared to DBD alone.6

These results suggest that hormone-bound LBD dimers can serve as a scaffold to position the

DBD dimer, resulting in the stabilization of the DBD-DNA complex and an increase in DNA

binding.48 This notion is further supported by the observed increase of DNA binding affinity

when two DBD monomers are connected by an antibody or a linker.48 Thus, it is likely that the

presence of LBDs stabilizes receptor binding to DNA, similar to the antibody or the linker, in

which the LBD scaffold is essential for the correct positioning of the DBD dimer.

Refinement by all-atom simulations

To examine the stability and detailed features of ERα structures, all-atom MD simulations were

performed starting from the CG-predicted states (see details in Methods). Figure 5(A) shows

that all five states maintain a RMSD value of 3 Å (relative to their corresponding starting config-

urations), suggesting that each state is significantly stable within its 15-ns simulation window.

This is further illustrated by the superposition of the CG and all-atom models [Fig. 5(B)]. While

large displacement (up to 3 Å) can occur at the loops or domain-connecting hinge loops, little

deviation is observed at the domain interfaces or the core regions of each domain. Thus, these

all-atom simulations supports the overall assessment of predicted conformational states by CG

simulations.

Close proximity of lysine residues at the DBD-LBD interfaces are observed via detailed

analyses of all-atom simulation data. Figure 5(B) shows that several lysine residues are within

a distance of 10 Å (e.g., K244-K520 at state i, K244-K362 at state ii, K231-K303 or K231-K362 at

state iii, and K213-K492 at state iv). This observation indicates that these lysine residues could

serve as candidate sites of chemical cross-linking for experimental validation. It should be

noted that the close proximity of lysine residues is observed under a rather low salt condition

[Fig. S10(A)]. At higher salt concentrations (e.g. under a physiological condition), negative ions
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could further aid favorable interactions between positively-charged lysine residues. In addition,

alternative residues, such as tyrosine and cysteine, could be used in cross-linking experiments

based on their pair-wise distances (shown in Fig. S10).

Conclusion

A generalized PPR-CGMD simulation pipeline has been applied to the investigation of internal

interactions between the ligand- and DNA-binding domains of ERα. Projection of simulation

data onto a three-dimensional energy globe reveals multiple LBD-DBD orientations that are

energetically stable, instead of a singular stable conformation. This conformational multiplicity

is mainly due to the long LBD-DBD hinge, whose intrinsic flexibility allows each domain to

move freely in three dimensions. Given the increased demands for structural knowledge about

multi-domain proteins49, 50, 51, it appears that PPR-CGMD simulations can be broadly applicable

to the exploration of domain interactions, e.g., within a multi-domain complex.

Structural refinement is achieved by employing atomic-level simulations starting from CG-

predicted structural models. This multi-scale approach has provided a stability check for these

CG models. It also reveals structural features, especially at the domain interfaces, which could

be used for validation designs using SAXS and/or cross-linking measurements.

There are two major findings revealed from these simulations. First, among identified ERα

conformations, the activation helix H12 is critical in mediating the cross-talk between LBD and

DBD, where four out of five stable states utilize H12 as part of the domain interface. This result

suggests that H12 is not only responsive upon ligand binding, as observed in crystallographic

studies of LBD alone17, 19, 20, but also critical for receptor-DNA binding. Second, the stabiliza-

tion of LBD-DBD interaction via multiple LBD surfaces also suggests a new role of LBD as a

scaffold for the stabilization of the DBD-DNA complex, as observed in in vitro studies where

an increase of DNA binding is observed due to the presence of LBD. Together with previous
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observations, our findings suggest a molecular model for this critical hormone signaling, where

the LBD, when bound to estradiol, stabilizes the DBD dimer for tight DNA binding via LBD

surfaces including H12.

Finally, it is worth noting that the focus here was to identify receptor conformations that

are energetically stable. This focus was inspired by recent observations that formation of

close LBD-DBD interface in other NHR family members22, 24, as a result of the formation of

compact NHR conformations. However, it should also be noted that an elongated/extended

receptor conformation has been observed for NHR heterodimers in solution or at cryogenic

temperatures.52, 53 The possibility of a similar extended conformation for ERα will be explored

in future studies.
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Figure Legends

Figure 1: Schematic diagram of ERα functional domains of a ligand-binding domain (LBD)

and a DNA-binding domain (DBD). LBD and DBD dimers are displayed in green and blue,

respectively, and their connecting hinge loops are marked by gray dots. The DBD-specific

DNA duplex is shown as ribbon in white. The activation helix H12 is highlighted in red. Part

of this figure was rendered using UCSF Chimera.54

Figure 2: Sampling coverage using pull-push-release (PPR) in CGMD simulations. (A) Illus-

tration of the three-dimensional globe specifying LBD-DBD orientations, where LBDs are in

the center (in green) and DBDs are on the surface (in blue). (B) Sampling coverage without and

with using PPR. The globe is projected with a single simulation trajectory without (left) and

with (right) the assistance of PPR. In both simulations, a same initial configuration and a sim-

ulation length of 125 ns were used. (C) Total sampling coverage from all trajectories projected

on the globe where each simulation snapshot is represented by a blue dot. Shown is a front view

and alternative views are also available in Figure S1. The projected snapshots were taken only

from free and released portions of PPR simulation cycles with a energy cutoff of ELBD−DBD <
0 kcal/mol and an ensemble of 10 structures from each cycle.

Figure 3: Energy landscape of ERα multi-domain interactions. (A) A plot of LBD-DBD inter-

acting energy ELBD−DBD vs ERα-DNA radius of gyration Rg. A total of 4890 snapshots were

used for the plot. (B) An energy globe for the projection of simulation data and the identifi-

cation of energetically stable ERα conformations. The globe is colored based on the energies

of ELBD−DBD, as indicated by the color bar on the right. From this energy plot, there are five

conformational states i, ii, iii, iv, v that are identified as energetically stable and ranked in the

order of their ELBD−DBD values. Their ELBD−DBD and Rgvalues are -51.6 ± 1.3 kcal/mol and

30.40 ± 0.17 Å for state i, -44.2 ± 1.6 kcal/mol and 29.63 ± 0.10 Å for state ii, -44.4 ± 1.1

kcal/mol and 28.60 ± 0.08 Å for state iii, -39.8 ± 1.9 kcal/mol and 31.58 ± 0.07 Å for state iv,
and -37.2 ± 1.3 kcal/mol and 31.72 ± 0.33 Å for state v. A total of 9780 snapshots were used

for the projection, which is doubled due to the homodimeric symmetry. (C) Surface view of a

representative structure in each ERα conformational state. For clear visualization, their hinge

loops are not shown in these surface views. An ensemble of structures for each state are also

shown in Figure S4.
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Figure 4: ERα LBD-DBD interfaces. (A) Two LBD segments: helices H3, H4, and H5 (residue

350−385) and helix H12 (residue 536−544), highlighted in blue and magenta, respectively. (B)

The interactions of helix H12 with LBDs and DBDs. The calculations of H12-LBD contacts was

based on the estradiol-bound LBD crystal structure (PDB entry 1QKU)20, and the calculations

of H12-DBD contacts was based on the criterion that the instantaneous distance is within a

factor of 1.2 of the corresponding distance for each pair of amino acids as defined in Eq. (2).

An ensemble of 10 highest ranked configurations based on ELBD−DBD were used to calculate

the standard deviation (marked by error bars) for each number of contacts. (C) The interactions

of helices H3, H4, and H5 with LBDs and DBDs. (D) DBD surface involved in LBD-DBD

interactions. Colored are the DBD surface residues according to the number of contacts for

each residue (marked by the color bar below). Results for the LBD surfaces are also shown in

Figure S5(A) and S6(A).

Figure 5: All-atom simulations of five CG-predicted ERα states. (A) Simulation trajectories

of five conformational states i-v. RMSDs were calculated based on Cα atoms of the DBD-

LBD complex (excluding hinge loop and DNA) with reference to the starting structure [shown

in Fig. 3(C)]. (B) Comparison of all-atom and CG models. In each panel, a CG model is

superimposed with the Cα traces of its all-atom model taken from the last frame of the 15-ns

simulation trajectory (left) and the displacement between two models is also colored based on

their Cα distances (right). In addition, lysine residues as candidate sites for chemical cross-

linking at the domain interfaces are highlighted in magenta.
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Supporting Figure Legends

Figure S1: Sampling coverage achieved by PPR-CGMD simulations. (A) A total of 145 initial

configurations used in the simulations, each represented by a blue dot on the globe. Sampling

coverage projected into (B) a globe placing LBDs in the center and DBDs on the surface and

(C) a globe placing DBDs in the center and LBDs on the surface.

Figure S2: Illustration of simulation data used for clustering analysis. (A) A plot of RMSD vs
simulation time for the release unbiased portions of all the PPR cycles. The last frame in each

cycle was used as a reference for RMSD calculations. (B) A histogram plot of resulting RMSDs

from the last 5-ns segments (also highlighted by a dashed box in (A)).

Figure S3: (A) Clustering analysis using different numbers of clusters (N = 300,500,1000).

(B) Projection of the lowest-energy configurations in the top 25% (left) and top 30% of all

simulation data.

Figure S4: An ensemble of structures representing each ERα state. A set of 10 configurations

was selected from each PPR cycle with the lowest ELBD−DBD values within each state. LBDs

are colored in green, DBDs are in blue and the DNA duplex is in white.

Figure S5: LBD surface involved in LBD-DBD interactions. Colored are the LBD surface

residues involved in the interactions (A) with its DBD partners at state iv and (B) with a peptide

antagonist as revealed from a crystal structure (PDB entry 2BJ4).45 Each residue on the LBD

surface is colored according to the color bar, based on the number of contacts it can make

with its DBD or peptide partners, where a contact was considered formed if the instantaneous

distance is within a factor of 1.2 of the corresponding distance for each pair of amino acids as

defined in Eq. (2).

Figure S6: Comparison of LBD surfaces involved in LBD-DBD interactions. Colored are the

LBD surface residues involved in the interactions (A) with its DBD partners at states i, ii, iii,v
and (B) with the GRIP-1 peptide from a co-activator as observed in a crystal structure (PDB ID

entry 3ERD).19 Each residue on the LBD surface is colored based on the number of contacts

it can make with its DBD or peptide partners. A similar contact definition was used as in

Figure S5.
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Figure S7: Decomposition of the interaction energy into contribution from electrostatic (white

bars) and hydrophobic (black bars) interactions for states i-v. The height of the bar is the average

calculated from the ensemble of each state, and the error bar is the standard deviation.

Figure S8: Mutations in the helix H12 destabilize ERα domain interactions. (A) Shown are sev-

eral charged and hydrophobic residues in the helix H12. Mutations of a charged residue E546A

(B) and hydrophobic residues (C) result in the increase of domain interacting energies. The

globe was colored based on the energy increase upon mutation and the energies were evaluated

after 1,000 steps of energy minimization for each structure with mutant sequences.

Figure S9: Comparison of state iv (left) with the crystal structure of HNF4α (right; PDB entry

4IQR)47.

Figure S10: Pair-wise distance distributions g(r) of cross-linker residues between DBDs and

LBDs in all five states. Shown are the distributions for lysine residues between DBDs and LBDs

(A), cysteine residues in the DBD and cysteine in the LBD (B), lysine residues in the DBD and

tyrosine residues in the LBD (C) and tyrosine residues in the DBD and lysine residues in the

LBD (D). The histogram g(r) was calculated based on a total of 1,500 snapshots from the 15-ns

MD simulations.
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Coarse-Grained Simulations of Protein-Protein Association: An Energy
Landscape Perspective
Krishnakumar M. Ravikumar, Wei Huang, and Sichun Yang*
Center for Proteomics and Department of Pharmacology, Case Western Reserve University, Cleveland, Ohio
ABSTRACT Understanding protein-protein association is crucial in revealing the molecular basis of many biological pro-
cesses. Here, we describe a theoretical simulation pipeline to study protein-protein association from an energy landscape
perspective. First, a coarse-grained model is implemented and its applications are demonstrated via molecular dynamics simu-
lations for several protein complexes. Second, an enhanced search method is used to efficiently sample a broad range of protein
conformations. Third, multiple conformations are identified and clustered from simulation data and further projected on a three-
dimensional globe specifying protein orientations and interacting energies. Results from several complexes indicate that the
crystal-like conformation is favorable on the energy landscape even if the landscape is relatively rugged with metastable confor-
mations. A closer examination on molecular forces shows that the formation of associated protein complexes can be primarily
electrostatics-driven, hydrophobics-driven, or a combination of both in stabilizing specific binding interfaces. Taken together,
these results suggest that the coarse-grained simulations and analyses provide an alternative toolset to study protein-protein
association occurring in functional biomolecular complexes.
INTRODUCTION
How proteins interact and associate into large functional
complexes is one of the key aspects of many biological
processes. The use of computational methods to understand
molecular details of such protein-protein interactions has
provided a powerful alternative to experimental structural
characterization, especially for those who form transient
but critical metastable conformational states (1,2). Pictur-
ing the landscape of protein-protein association is of impor-
tance in uncovering the hidden areas of a high-dimensional
configurational space, as well as identifying new targets,
e.g., using these metastable conformers, for therapeutic
designs.

Two prevailing views of protein-protein association are
the mechanisms of lock-and-key and induced-fit (3,4). In
the former scenario, proteins are treated as rigid bodies,
whereas protein flexibility due to the intrinsic dynamics is
taken into account in the latter (and its generalizations).
The general docking approach, driven by the lock-and-key
mechanism, significantly simplifies the search in the con-
formational space occurring in protein-protein association
(5–7). The search is typically based on atomistic repre-
sentations, but has also been successfully simplified by
coarse-grained (CG) models (8,9) that can accelerate energy
calculations. However, the rigid body treatment cannot
meaningfully account for the intrinsic protein flexibility.
Although this problem can be alleviated to some extent by
an after search relaxation, flexibility is inherently required
for biomolecules to function, as recognized by the induced-
fit mechanism. Such flexibility can be achieved computa-
tionally using a wide range of methods including molecular
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dynamics (MD) simulations (10). Although the restriction to
a short timescale is a bottleneck for brute-force atomistic
simulations, MD simulations combined with efficient search
methods have provided fruitful insights into protein folding
and dynamics (10–16).

Here, we explore this general concept of the induced-fit
mechanism by employing a combination of MD simulations
and a simplified CG protein model with an emphasis on the
energy landscape aspects of protein-protein association. This
method adopts a widely used structure-based approach to
model individual protein components (17–22). It also incor-
porates the recent implementation introduced by Kim and
Hummer (8) accounting for nonnative protein-protein inter-
actions, which would otherwise be lacking without knowing
the structure of the entire complex. Furthermore, to avoid
trapping due to local stable complex-forming conformations,
an efficient search method is introduced with a focus on
facilitating protein dissociation and reassociation.

The outline of this work is as follows. First, details of the
CGMD method, with a straightforward push-pull-release
(PPR) sampling strategy, are described and tested on several
model systems. To organize the large amount of simulation
data, a structure clustering scheme is applied. The resulting
conformations are then projected on a three-dimensional
energy globe for visualizing the energetics of relevant stable
conformations. Finally, molecular forces stabilizing each
identified conformation are briefly described.
MODELS AND METHODS

Details of the CG model

We used a CG model where each amino acid is represented by a single

bead positioned at its Ca atom. The CG energy function for two inter-

acting proteins/domains (marked as 1 and 2) is formulated as
http://dx.doi.org/10.1016/j.bpj.2012.07.013
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follows: E ¼ E1 þ E2 þ E12. E1 and E2 are the energy functions for each

protein, similar to the structure-based G�o-type potential (23–28), whereas

E12 is for the interactions between proteins. In a nutshell, this CG model

can be viewed as two G�o-like proteins interacting with each other in a non-

G�o-like fashion.
Following Yang et al. (29), E1 and E2 were modeled on the basis of their

corresponding crystal structures. These energy functions include the inter-

actions for bond ðEbondÞ, angle ðEangleÞ, dihedral ðEdihÞ, and native-like

contacts modeled by Lennard-Jones (LJ)-type ðELJÞ potentials. Specifi-

cally, E1 ¼ Ebond þ Eangle þ Edih þ ELJ, where Ebond ¼
P

bondskbðr � roÞ2,
Eangle ¼

P
angleskaðq� qoÞ2, Edih ¼

Pn¼1;3
dihedralsk

ðnÞ
f ½1þ cosðnðf� foÞÞ�. r,

q, and 4 are the instantaneous bond distances, angles, and dihedral angles,

respectively; ro, qo, and fo are the corresponding values in the reference

structure. We note that the concept of dihedral angle among four resi-

dues was used mainly for the convenience of modeling. Force constants

kb ¼ 100 kcal/(mol$Å2), kq ¼ 20 kcal/(mol$rad2), k
ð1Þ
f ¼ 1:0 kcal/

(mol$rad2), and k
ð3Þ
f ¼ 0:5 kcal/(mo$ rad2) were used. The LJ-type interac-

tions for native contacts were used between resides i and j ðRiþ 4Þ,
ELJ ¼

P
i;jεo½5ðsoij=rijÞ12 � 6ðsoij=rijÞ10�; where εo ¼ 1 kcal/mol, rij is the

residue-residue distance, and soij is the corresponding distance in the refer-

ence structure. The definition of a native contact-forming pair was based on

atomically detailed calculations using the CSU software (30).

The energy function E12 is designed for nonnative interactions between

two proteins, which were extended from the Kim-Hummer model (8). It

includes the electrostatic ðEelecÞ and hydrophobic ðEHÞ components,

E12 ¼ Eelec þ EH: (1)
P

and eo is the vacuum electric permittivity. An effective dielectric coefficient

Deff ¼ Ds expðrij=xÞ is applied to reflect the shielding effect between two
We used Eelec ¼ i;jqiqj=ð4peoDeffrijÞ where qi is the charge of residue i

residues separated by a distance of rij , where Ds ¼ 10 was used to describe

the local dielectric environment when two proteins are forming an interface,

and x ¼ 8:2 Å to mimic the screening effect at ~150 mM salt concentration.

At pH 7, residue charges qi ¼ þ e for Lys and Arg, � e for Asp and Glu,

andþ0:5 e for His (e is the elementary charge) were used (8). Hydrophobic

interactions ðEHÞ are either attractive (LJ-type) ðεij < 0Þ or purely repulsive
ðεij R 0Þ where
A B

C D
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εij ¼ a
�
eMJ
ij þ b

�
: (2)

eMJ
ij ð<0Þ is the Miyazawa-Jernigan (MJ) statistical energy between resi-

dues i, j (31). b (in unit of kBT) is used as an offset parameter to

balance attractive and repulsive interactions, and a to scale EH relative

to Eelec (8). We used EHði; jÞ ¼
��
εij

��½5ðsij=rijÞ12� 6ðsij=rijÞ10� if εij < 0,

and EHði; jÞ ¼ εij½5ðsij=rijÞ12ð1� expð�ðrij � sijÞ= dÞ2Þ� if εijR0, where

d ¼ 3:8 Å. A scaling factor of g is introduced for sij as follows,

sij ¼ g
�
ri þ rj

�
; (3)

where ri is the van der Waals radius of residue i as used in (8). Note that in

this parameter set, both eMJ
ij and sij can vary between different pairs of resi-

dues reflecting the nature of sequence dependency. Finally, E12 is accounted

only for surface residues with solvent accessible surface area >10 Å2,

which was calculated via atomically detailed model structures of individual

proteins using a probe size of 1.4 Å.
Simulation and sampling

The CGmodel was implemented using LangevinMD simulations in a modi-

fied version of CHARMM (32). Simulations were performed at 300 K with

a friction coefficient of 50 ps�1 (33). A simulation time step of 0.01 ps was

used and coordinates were saved every 100 ps.

A PPR sampling strategy, illustrated in Fig. 1, was implemented using

a biasing potential EPPR (Eq. 4). The PPR sampling repeats a cycle

including the following three parts: i), pull the two proteins away from

each other when they are close, ii), push them closer when they are

separated by more than a threshold distance Rc, and iii), release them

to interact freely by removing the biasing potential. We used the

following EPPR,

EPPR ¼
�

0; when Rt%Rc and rmin<ro;
kðR� RtÞ2; otherwise

; (4)
FIGURE 1 PPR sampling scheme. (A) Three

parts of a PPR cycle where the pull and push

portions are colored in pink and the release in

green. The target trajectory (Rt) is shown in solid

line (Rmin % Rt % Rmax). (B) A three-dimensional

illustration of the PPR scheme; one protein (in

blue) is positioned at the origin. The inner sphere

(in green), with a radius of R ¼ Rc, is the region

where the biasing potential is turned off (see

Eq. 4); the outer sphere has the radius of R ¼
Rmax. R is the center-to-center domain distance

between the two proteins. (C) Plot of R versus

time and (D) RMSD versus time from a typical

PPR simulation trajectory for the barnase/barstar

complex, where Rmax ¼ 50 Å, Rc ¼ 25 Å, Rmin ¼
0 Å were used.
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where R is the instantaneous center-to-center distance, and Rt is the target

center-to-center distance (marked by solid lines in Fig. 1 A). rmin is the

closest residue-residue distance between the two proteins. The value of

ro ¼ 7:6 Å and a spring constant of k ¼ 100 kcal/(mol$Å2) were used. A

simulation length of 10 ns was used for each PPR cycle.

To further improve search efficiency, a total of 100 independent MD runs

were launched simultaneously, each with an initial configuration generated

by translation-and-rotation of the two proteins (see the Supporting Mate-

rial). The total simulation time was 10 ms, which resulted in 105 configura-

tions. Configurations from the unbiased release parts (highlighted in green

in Fig. 1, A and B), were used for data analysis.
Structure clustering analysis

Configurations from the simulated trajectories were grouped following

a two-step clustering procedure. In the first orientational clustering step,

the entire complex was aligned based only on the crystal structure of one

protein. Four out-of-plane residues were then picked from the other protein

and their Cartesian coordinates were used in a standard K-means clustering

algorithm in MATLAB (The MathWorks, Natick, MA). From the resulting

Nc clusters ð2000%Nc%3000Þ, Nc representative configurations with the

lowest E12 within each cluster were chosen and used in the next clustering

step. In the second root mean-square deviation (RMSD) clustering step,

these Nc configurations from the first step were further clustered into Nf

final clusters using a pairwise RMSD-based protocol (34) with a RMSD

cutoff of 5 Å (for the entire complex). Similar to the first clustering step,

the lowest E12 configuration within each cluster was selected to represent

the Nf clusters. To focus on the identification of energetically stable confor-

mations, this two-step hierarchical clustering was performed only on those

configurations with E12<0.
RESULTS AND DISCUSSION

Here, we first describe the CG simulations with the selection
of model parameters and test them on several well-charac-
terized complexes. To accelerate the simulations, an effi-
cient search method is introduced and compared with
brute-force simulations. This CG method is finally applied
to characterize the energy landscape of several protein
complexes: CCP/cc, E9/Im9, E7/Im7, RXR ligand-binding
domain (LBD) dimer, and barnase/barstar. Their resultant
energy landscapes are further characterized and organized
according to the forces that energetically stabilize their
identified favorable conformations.
The CG model

To reduce the degrees of freedom in atomistic simulations
and overcome the timescale limitation, a CG approach
was used in our studies of protein-protein interactions.
The CG model was built on the basis of available crystal
structures of individual proteins (i.e., G�o-like models; see
Models and Methods). The nonnative-like interactions
between proteins were effectively accounted for and opti-
mized. Here, the first optimization is about two CG param-
eters (a and b in Eq. 2) used to balance the competition
between hydrophobic and electrostatic interactions. To
achieve this goal, brute-force CGMD simulations (without
a biasing potential) were carried out on two protein com-
plexes whose crystal structures are available. One is the
barnase/barstar complex of bacterial ribonuclease and its
inhibitor (PDB entry 1BRS) (35), and the other is E9/Im9
(PDB entry 1EMV), an immunity protein complex (36).
To examine their energetic stability, a range of CG parame-
ters (a ¼ 0.2, 0.4, 0.6 and b ¼ 0.8, 1.3, 1.9) were used for
comparison.

Fig. 2 shows the two-dimensional histogram plots of the
center-to-center distance between two proteins (R) versus
RMSD of the entire complex (with respect to the crystal
structure). A total of nine sets of CG simulations, each
FIGURE 2 Selection of CG model parameters.

(A) Histogram plots of R (domain distance) versus

RMSD for barnase/barstar (PDB entry 1BRS (35))

and (B) for E9/Im9 (PDB entry 1EMV (36)). A

range of a and b (Eq. 2) are used in each simulation

set. For each set, 10 independent simulation runs,

each lasting 100 ns, were carried out starting

from their corresponding crystal conformations

shown above, where R ¼ 23.2 Å and 27.4 Å,

respectively. The parameter g ¼ 0.625 (Eq. 3) is

used throughout this work unless specified.
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with a distinct set of a and b, were performed starting from
the same crystal configuration. Comparison shows that the
complex remains stable for the set of a ¼ 0:4 and
b ¼ 1:3; any deviation tends to result in a destabilization
of the crystal conformation and the complex starts to disso-
ciate. This set of parameters were also tested on three other
complexes shown in Fig. 3, where each complex stays
within a reasonable RMSD range to its crystal conformation
within a simulation window of 100 ns. Additional energy
calculations on protein-protein interaction, averaged over
the 100-ns CGMD simulations with a ¼ 0:4 and b ¼ 1:3,
show that the values of E12 are –14.7 and –20.1 kcal/mol
for barnase/barstar and E9/Im9, respectively. These results
are consistent with their measured binding enthalpies of
�13.9 and �19.1 kcal/mol (37,38) (Fig. S1 in the Support-
ing Material). Taken together, these results suggest that this
CG energy function, even though highly simplified, can
provide a rather detailed energy evaluation on protein-
protein interactions.

Another feature of the CGMD simulations is the introduc-
tion of a scaling factor g (Eq. 3) to account for realistic pair-
wise residue distances. This consideration is in part based on
the observation that a typical hydrophobic pair of Leu-Ile
and a typical charged pair of Asp-Asp has an optimal
distance around 7.8 Å and 7 Å, respectively (39); these are
substantively lower than their values of 12.4 Å and 11.2 Å,
based on their van der Waals radii (8). To account for such
a difference, the value of g ¼ 0.625 was selected for rescal-
ing (Eq. 3). To illustrate and compare the difference, two sets
of simulations, one with g ¼ 0.625 and the other with g ¼
1.0, were performed for barnase/barstar. Fig. S2 shows
that, within the same length of simulation time, the complex
drifts away from its crystal conformation during the simula-
tions with g ¼ 1.0, but is retained during the ones with g ¼
0.625. This is systemically observed in the simulations of
other complexes used in this work (data not shown). Thus,
this CG parameter g ¼ 0.625, together with a ¼ 0.4 and
b ¼ 1.3, is used for the rest of the CGMD simulations.
Biophysical Journal 103(4) 837–845
Efficient search method

As demonstrated previously, it is difficult for brute-force
CGMD simulations to observe protein dissociation events
once two proteins are associated. One goal here is to search
for multiple available conformations, which would require
a more complete search in the configurational space. In
fact, several advanced sampling techniques have been
developed in the past to address this quest (11–14,16,40–
45). In a similar spirit, a PPR sampling strategy is imple-
mented here to accelerate sampling different interactions.
Specifically, a biasing potential (see Eq. 4) is first applied
to pull and push the two proteins to facilitate protein disso-
ciation and reassociation, respectively; this bias is then
removed and the proteins are released to interact freely
when they are close enough. We repeated this PPR cycle
to achieve sufficient sampling (Fig. 1).

Fig. 1, C and D, illustrates a typical PPR trajectory from
the simulations of barnase/barstar. It shows that barnase and
barstar dissociate and reassociate as seen in the center-to-
center distance and RMSD (with respect to the crystal struc-
ture) during the push and pull parts of the PPR cycle (pink
regions in Fig. 1 A). Once the two proteins are close enough,
the associated complex is further relaxed by free MD simu-
lations without any bias imposed during the release portion.
We note that simulation data only from these free release
portions were used for the rest of the analysis.

It is observed that this PPR scheme significantly increases
the search efficiency for different protein-protein interacting
conformations. Taking CCP/cc for example, with the help
from PPR, a larger RMSD (with respect to the starting
structure) range (up to 20 Å) and a much broader configura-
tion space is sampled (Fig. S3); in contrast, the complex
remains in a crystal-like conformation without using PPR
(Fig. 3 A), and is confined near its staring point in these
brute-force simulations (Fig. S3). This increased sampling
efficiency is also systematically observed in other systems
used in this work. To further enhance sampling, a set of
FIGURE 3 CG model parameters are tested on

three protein complexes. Two-dimensional histo-

gram plots of R (domain distance) versus RMSD

from the simulations with a ¼ 0.4 and b ¼ 1.3

kBT are shown. Crystal conformations are intact

for (A) CCP/cc (PDB entry 2PCC (46)), (B) RXR

LBD (PDB entry 1MZN (64)), and (C) E7/Im7

(PDB entry 7CEI (52)) complexes. The simula-

tions lasted 100 ns for each protein complex.

This set of parameters a ¼ 0.4 and b ¼ 1.3 kBT

is used throughout this work unless specified.
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100 independent MD runs were launched simultaneously
each starting with a random orientation between the two
proteins in the complex. As shown below, a wide range of
conformations are sampled for the protein complexes we
examined. Thus, an efficient search method via the PPR
strategy is in place to enhance the sampling of protein-
protein association.
Protein interacting landscape pictured by an
energy globe

To organize the large amount of simulation data, structurally
similar conformations were clustered using a two-step struc-
ture clustering: the first step is based on their relative orien-
tation and the second is based on pairwise RMSD (see
Methods). Typically, clustering is performed only using
pairwise RMSD (34); this would be computationally ex-
pensive because configurations generated from CGMD
simulations are on the order of 105. This two-step procedure
overcomes this hindrance by grouping the number of config-
urations to the order of 103 clusters after the first step and
finally to Nf clusters in the order of 102.

To assist the navigation of the conformational diversity,
we projected these Nf configurations onto a unit sphere or
globe representing relative orientation between complex-
forming proteins. As illustrated in Fig. 1 B, one can imagine
that one protein is inside the globe, whereas the other pro-
tein takes different orientations on the surface; the globe
was colored according to the interacting energy E12 (Eq.
1). We found that this energy-mapped globe is a useful
tool to identify energetically favorable conformations with
different protein positioning on the landscape. It also serves
to access the sampling quality achieved by PPR-assisted
CGMD simulations by examining the coverage on the globe
surface. Discussed below are five protein complexes
(CCP/cc, E9/Im9, E7/Im7, RXR LBD dimer, and barnase/
barstar) studied in this work; we organized them according
to the decomposition of the interacting energy into electro-
static and hydrophobic components.
CCP/cc: electrostatics-driven association

To demonstrate the application of CGMD simulations, the
CCP/cc complex was first examined; a similar procedure
was followed for other protein complexes. CCP/cc is a
complex formed between cytochrome c peroxidase and
cytochrome c, whose crystal structure is shown in Fig. 3 A
(46). Calculated from the PPR-assisted CGMD simulation
data, Fig. 4 A shows a plot of E12 versus RMSD (with
respect to the crystal structure). It clearly shows that a
wide RMSD range is sampled for CCP/cc. A close examina-
tion also shows that the crystal-like configurations have
a lower E12, indicating that the CG energy function captures
the molecular forces stabilizing the crystal-like conforma-
tion. It is worth noting that such a correlation between E12

and RMSD, where the low E12 conformations are funneled
into low RMSD regions in the context of protein-protein
interactions, somewhat resembles the funnel-like shape
recognized in protein folding (47–49).

The resultant Nf ¼ 191 conformations after a two-step
clustering were projected into an energy globe shown in
Fig. 4 B. It is fairly easy to locate conformational states
that are energetically stable or metastable. Marked by arrows
on Fig. 4B are four identified lowestE12 conformations, each
of which consists of an ensemble of five configurations.
Among them, conformation (a) has a very similar CCP/cc
binding interfaces to the crystal configuration (within 3 Å
of RMSD), suggesting that the crystal structure is favored
in the CG energy evaluation. Other alternative conformations
(b–d) are metastable in E12, which differ in either binding
FIGURE 4 Energy landscape of the CCP/cc

complex. (A) A plot of E12 versus RMSD. A total

of 44,451 configurations from CGMD simulations

are shown in black dots, where Rmax ¼ 90 Å, Rc ¼
40 Å, and Rmin¼ 0 Åwere used in the PPR scheme.

(B) Front view of the energy globe colored by E12.

A total of Nf ¼ 191 clusters were obtained (also

shown in blue dots in A) after the two-step clus-

tering. Four representative conformations (a–d)

are shown on the globe, where each conformation

is represented by an ensemble of five lowest energy

configurations. Conformation (a) with the lowest

E12 resembles the crystal structure (46). Note that

conformations with lower E12 are not observed in

the back of this globe. (C) The decomposition of

hydrophobic (white bars) and electrostatic (gray

bars) energies from E12 for each conformation

(a–d). Their averages (and standard deviations)

were calculated from the ensemble of five configu-

rations shown in B.
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interfaces or relative orientations. For example, cytochrome
c (in red) is rotated in conformation (c) away from the
crystal-like conformation (a). Similar to what is observed
in protein folding, thesemetastable conformationsmay serve
as important intermediate states right before CCP/cc forms
the crystal-like conformation, either thermodynamically or
kinetically.

To evaluate the molecular forces driving toward the stable
conformation, electrostatic and hydrophobic energies were
examined separately according to Eq. 1. Fig. 4 C shows
both components in these conformations (a–d) where elec-
trostatics dominate over hydrophobic contributions in the
total energy E12. This is consistent with that observed in
the structural analysis of the CCP/cc complex (46). After
all, electrostatic interactions are known to play an important
role in protein-protein interactions (50,51). In addition, the
crystal-like conformation (a) has stronger hydrophobic in-
teractions compared to others (b–d), thus suggesting a
possible role of hydrophobic interactions in the specificity
of its crystal-like binding interface.

This phenomenon of electrostatics-driven protein associ-
ation is also observed in two other complexes: E9/Im9 and
E7/Im7, two immunity proteins in the form of specific bac-
terial toxin/inhibitor complexes (36,52). These two com-
plexes have similar crystal structures (shown in Figs. 2 B
and 3 C) with a sequence identity of 50%. Their PPR-
CGMD simulation results exhibit a funnel-shaped plot of
E12 versus RMSD (Fig. S4 A and Fig. S5 A), similar to
what is seen in CCP/cc (Fig. 4 A). Each crystal-like confor-
mation has the lowest E12 on the energy globe for both
protein complexes (Fig. S4 B and Fig. S5 B), respectively.
Four conformations (a–d) with low E12 identified from
the energy globe have similar protein binding interfaces
on the immunity protein (in blue), although their internal
orientations are different. For their energy decomposition
Biophysical Journal 103(4) 837–845
(Fig. S4 C and Fig. S5 C), it appears that E7/Im7 has
much higher electrostatic energy than E9/Im9. This differ-
ence is mainly due to more charged residues involved at
the E7/Im7 interface. It was also observed from mutation
studies that a tyrosine (Tyr-54 of Im9) residue at the hydro-
phobic core of the binding interface is important for the
stability of the E9/Im9 complex (36), which might con-
tribute to the less dominant hydrophobic interactions.
RXR LBD dimer: hydrophobics-driven
association

A different molecular driving force is observed in the forma-
tion of the LBD dimer of a nuclear receptor RXR. Fig. 5 A
shows the plot of E12 versus RMSD (with respect to the
crystal conformation) for this dimer, which is more rugged
compared to the CCP/cc complex in Fig. 4 A. The plot
is similar to the CCP/cc complex where the crystal-like
conformation is favored, although conformation (d) has
comparable E12 with the crystal-like conformation (a)
(Fig. 5, A and B). In addition, these two conformations (a)
and (d) are close on the energy globe, and differ only
by 7 Å in RMSD (Fig. 5 B), suggesting that conformation
(d) may serve as an intermediate to the formation of the
crystal-like conformation. It is also clear that hydrophobic
interactions generally dominate the RXR dimer interface,
especially in the crystal-like conformation (a) (Fig. 5 C).
Among all the four conformations, one exception is confor-
mation (c) where the second LBD (in red) rotates away and
binds at distant sites. A close examination on LBD binding
interfaces in the crystal structure also shows that parts of
the dimeric interface is weakly attractive or even repulsive
locally in electrostatics (data not shown), thus suggesting
that hydrophobic interactions are the major molecular driv-
ing forces in the dimerization.
FIGURE 5 Energy landscape of the RXR LBD

dimer. (A) A plot of E12 versus RMSD. A total of

58,480 configurations from CGMD simulations

are shown in black dots, where Rmax ¼ 100 Å,

Rc ¼ 45 Å, and Rmin ¼ 0 Å were used in the PPR

scheme. (B) Front view of the energy globe colored

by E12. We used a total of Nf ¼ 589 clusters (also

shown in blue dots in A) after the two-step clus-

tering. Four representative conformations (a–d)

are shown on the globe, where conformation (a)

resembles the crystal structure (64). (C) The

decomposition of hydrophobic (white bars) and

electrostatic (gray bars) energies from E12 for

each conformation (a–d).
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Barnase/barstar: interplay between hydrophobic
and electrostatic interactions

The notion of a stable crystal-like conformation is chal-
lenged by simulation results of the barnase/barstar complex.
Although the crystal conformation displayed stability in
brute-force simulations (Fig. 2 A), PPR-based CGMD simu-
lations show that multiple alternative conformations are
energetically stable (Fig. 6A). Fig. 6B shows four conforma-
tions with low E12 (a–d) on a multibasin energy globe. In
particular, conformation (b) has a similar E12 with the
crystal-like conformation (a), but barstar (in red) binds
at a distant site from the C-shaped binding groove of bar-
nase (in blue). Furthermore, energy decomposition shows
stronger hydrophobic interactions in conformations (a) and
(d), whereas electrostatics is stronger in conformations (b)
and (c) (Fig. 6 C). This suggests that an interplay between
both electrostatic and hydrophobic interactions is in place
among these conformations, in accord with experimental
observations on a high degree of both shape and charge
complementarity (35).

These simulation results may provide a possible explana-
tion for previous mutation studies. Structural analyses based
on the crystal structure show that a set of charged residues
(Lys-27, Arg-87, and His-102) in barnase interact with
barstar (35), as in the conformation (a). In contrast, a dif-
ferent set of charged residues (Arg-59, Glu-60, Lys-62,
Lys-66, and Arg-69) are involved in conformation (b),
contributing to an increased electrostatic energy. One dif-
ference is that Arg-59 is at the core of a network of interac-
tions at the binding interface in conformation (b), whereas
it is on the edge or far away from the core binding inter-
faces in the crystal-like conformation (a). Because of such
a critical role of Arg-59 in the conformation (b), one would
imagine that any disruption might affect its complex asso-
ciation, either thermodynamically or kinetically. Indeed, a
significant change, >400 times in dissociation rate, has
been observed in a point mutation of Arg-59 to Ala (53).
Additional mutations Asn-58 and Glu-60 at the interface
also show substantial change in the rate. This suggests
that conformation (b), predicted from CGMD simulations,
provides a structural basis for the observed large rate
change upon mutation. We also note that the barnase sur-
face at the conformation (b) is slightly deformed, suggesting
that induced-fit helps achieve a better charge comple-
mentarity. Taken together, these results suggest that an
energy landscape view of protein-protein interactions makes
the identification of alternative conformations in barnase/
barstar possible, further providing a sound structural basis
for mutagenesis.
CONCLUDING REMARKS

We have established a theoretical pipeline to navigate the
energy landscape of protein-protein association via PPR-
CGMD simulations. The simulations naturally permit and
account for the flexibility of protein domains in the realiza-
tion of induced-fit mechanisms. The use of a PPR sampling
scheme enables an exhaustive search to uncover hidden
areas of the conformational space. An energy globe is
further introduced to navigate the energy landscape of
a wide range of resultant conformations. This globe also
allows accessing the sampling quality determined by the
extent to which the globe is covered by the simulation
trajectories. Among four (out of five) protein complexes
we examined, their crystal-like conformations are favorable
on the energy landscape, suggesting that the CG model
captures the basic features of molecular forces driving
protein-protein association. One exception is barnase/bar-
star, where apart from the crystal-like conformation, alterna-
tive conformations are also energetically favored.
FIGURE 6 Energy landscape of the barnase/bar-

star complex. (A) A plot of E12 versus RMSD. A

total of 43,554 configurations from CGMD simula-

tions are shown in black dots, where Rmax¼ 50 Å,

Rc ¼ 25 Å, and Rmin ¼ 0 Å were used in the PPR

scheme. (B) Front view of the energy globe colored

by E12. We used a total of Nf ¼ 120 clusters (also

shown in blue dots in A) after the two-step clus-

tering. Four representative conformations (a–d)

are shown on the globe, where conformation (a)

with the lowest E12 resembles the crystal struc-

ture (35). (C) The decomposition of hydrophobic

(white bars) and electrostatic (gray bars) energies

from E12 for each conformation (a–d).
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The ability of a simple CG model to identify relevant
conformations could be due to the relatively smooth bind-
ing free energy landscape for functional proteins (54–57).
Of course, the inherent simplifications in such a simple
model cannot characterize atomically detailed interactions
(23,58–61); in that case, the CG-identified conformations
can be relaxed and used as a starting point for atomistic
simulations. In addition, the current CG model has captured
the physical basis of protein-protein association, but it may
fail to produce meaningful results on protein-ligand interac-
tions where details can matter. We also note that folding and
unfolding, which can be coupled with the protein associa-
tion process (54–56,62), are not studied here. Furthermore,
our focus is mainly on protein association into compact
conformations that are energetically favorable; the forma-
tion of extended and entropically favorable conformations,
or the kinetic process of association itself, is not fully exam-
ined here, but will be illustrated in future communications.

Finally, we wish to emphasize that this PPR-CGMD
simulation pipeline can be readily applied to those protein
complexes whose crystal structures are unknown, especially
since considerable knowledge about individual protein
subunits has been made available after decades of efforts
(63). It is thus anticipated that this pipeline is positioned
to serve as an alternative approach to study protein-protein
interactions on a wide range of protein complexes.
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36. Kühlmann, U. C., A. J. Pommer,., C. Kleanthous. 2000. Specificity in
protein-protein interactions: the structural basis for dual recognition in
endonuclease colicin-immunity protein complexes. J. Mol. Biol. 301:
1163–1178.

37. Stites, W. E. 1997. Protein-protein interactions: interface structure,
binding thermodynamics, and mutational analysis. Chem. Rev. 97:
1233–1250.

38. Keeble, A. H., N. Kirkpatrick, ., C. Kleanthous. 2006. Calorimetric
dissection of colicin DNase—immunity protein complex specificity.
Biochemistry. 45:3243–3254.

39. Simons, K. T., C. Kooperberg,., D. Baker. 1997. Assembly of protein
tertiary structures from fragments with similar local sequences using
simulated annealing and Bayesian scoring functions. J. Mol. Biol.
268:209–225.

40. Sugita, Y., and Y. Okamoto. 1999. Replica-exchange molecular
dynamics method for protein folding. Chem. Phys. Lett. 314:141–151.

41. Sanbonmatsu, K. Y., and A. E. Garcı́a. 2002. Structure of Met-enkeph-
alin in explicit aqueous solution using replica exchange molecular
dynamics. Proteins. 46:225–234.

42. Zhou, R., B. J. Berne, and R. Germain. 2001. The free energy landscape
for beta hairpin folding in explicit water. Proc. Natl. Acad. Sci. USA.
98:14931–14936.

43. Okur, A., D. R. Roe,., C. Simmerling. 2007. Improving convergence
of replica-exchange simulations through coupling to a high-tempera-
ture structure reservoir. J. Chem. Theory Comput. 3:557–568.

44. Weinan, E., W. Ren, and E. Vanden-Eijnden. 2002. String method for
the study of rare events. Phys. Rev. B. 66:052301.

45. Maragliano, L., A. Fischer, ., G. Ciccotti. 2006. String method in
collective variables: minimum free energy paths and isocommittor
surfaces. J. Chem. Phys. 125:24106.

46. Pelletier, H., and J. Kraut. 1992. Crystal structure of a complex
between electron transfer partners, cytochrome c peroxidase and cyto-
chrome c. Science. 258:1748–1755.

47. Leopold, P. E., M. Montal, and J. N. Onuchic. 1992. Protein folding
funnels: kinetic pathways through compact conformational space.
Proc. Natl. Acad. Sci. USA. 89:8721–8725.
48. Wolynes, P. G., J. N. Onuchic, and D. Thirumalai. 1995. Navigating the
folding routes. Science. 267:1619–1620.

49. Dill, K. A., and H. S. Chan. 1997. From Levinthal to pathways to
funnels. Nat. Struct. Biol. 4:10–19.

50. Sheinerman, F. B., R. Norel, and B. Honig. 2000. Electrostatic aspects
of protein-protein interactions. Curr. Opin. Struct. Biol. 10:153–159.

51. Baker, N., and J. McCammon. 2005. Electrostatic Interactions in Struc-
tural Bioinformatics., Vol. 44. John Wiley & Sons, Hoboken, NJ.

52. Ko, T. P., C. C. Liao, ., H. S. Yuan. 1999. The crystal structure of the
DNase domain of colicin E7 in complex with its inhibitor Im7 protein.
Structure. 7:91–102.

53. Schreiber, G., and A. R. Fersht. 1993. Interaction of barnase with its
polypeptide inhibitor barstar studied by protein engineering. Biochem-
istry. 32:5145–5150.

54. Shoemaker, B. A., J. J. Portman, and P. G. Wolynes. 2000. Speeding
molecular recognition by using the folding funnel: the fly-casting
mechanism. Proc. Natl. Acad. Sci. USA. 97:8868–8873.

55. Andrec, M., A. K. Felts, ., R. M. Levy. 2005. Protein folding path-
ways from replica exchange simulations and a kinetic network model.
Proc. Natl. Acad. Sci. USA. 102:6801–6806.

56. Wang, J., W. Huang, ., E. Wang. 2004. Downhill kinetics of biomo-
lecular interface binding: globally connected scenario. Biophys. J. 87:
2187–2194.

57. Tunbridge, I., R. B. Best,., M. M. Kuttel. 2010. Simulation of coarse-
grained protein-protein interactions with graphics processing units.
J. Chem. Theory Comput. 6:3588–3600.

58. Riniker, S., J. R. Allison, and W. F. van Gunsteren. 2012. On devel-
oping coarse-grained models for biomolecular simulation: a review.
Phys. Chem. Chem. Phys. http://dx.doi.org/10.1039/C2CP40934H In
press.

59. Rader, A. J. 2010. Coarse-grained models: getting more with less. Curr.
Opin. Pharmacol. 10:753–759.

60. Thomas, P. D., and K. A. Dill. 1996. Statistical potentials extracted
from protein structures: how accurate are they? J. Mol. Biol. 257:
457–469.

61. Gopal, S. M., S. Mukherjee, ., M. Feig. 2010. PRIMO/PRIMONA:
a coarse-grained model for proteins and nucleic acids that preserves
near-atomistic accuracy. Proteins. 78:1266–1281.

62. Okazaki, K.-i., and S. Takada. 2008. Dynamic energy landscape view
of coupled binding and protein conformational change: induced-fit
versus population-shift mechanisms. Proc. Natl. Acad. Sci. USA.
105:11182–11187.

63. Levitt, M. 2009. Nature of the protein universe. Proc. Natl. Acad. Sci.
USA. 106:11079–11084.

64. Egea, P. F., A. Mitschler, and D. Moras. 2002. Molecular recognition of
agonist ligands by RXRs. Mol. Endocrinol. 16:987–997.

65. Jelesarov, I., and H. R. Bosshard. 1999. Isothermal titration calorimetry
and differential scanning calorimetry as complementary tools to in-
vestigate the energetics of biomolecular recognition. J. Mol. Recognit.
12:3–18.
Biophysical Journal 103(4) 837–845


	SichunYang-BiophysJournal-2012.pdf
	Coarse-Grained Simulations of Protein-Protein Association: An Energy Landscape Perspective
	Introduction
	Models and Methods
	Details of the CG model
	Simulation and sampling
	Structure clustering analysis

	Results and Discussion
	The CG model
	Efficient search method
	Protein interacting landscape pictured by an energy globe
	CCP/cc: electrostatics-driven association
	RXR LBD dimer: hydrophobics-driven association
	Barnase/barstar: interplay between hydrophobic and electrostatic interactions

	Concluding Remarks
	Supporting Material
	References





